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1 Introduction

The film Hercules, with its photorealistic furry creatures, really put
Dneg’s creature pipeline to the test so we developed a brand new
software, Furball, which combines the computing power of the lat-
est GPU technology with a flexible and procedural workflow.

While most studios use the GPU in limited parts of their fur
pipeline, predominantly for real-time rendering, we decided to
make massively parallel computation the core of our new frame-
work. Our solution is based on a hybrid CPU/GPU implementation,
that lets us exploit the benefits of both architectures.

In this talk we discuss the major advantages and problems of this
approach applied to a challenging film production and suggest that
fur simulation is a good domain for the application of modern GPU
technology.

Figure 1: The lion’s groom

2 A hybrid CPU/GPU node-based framework

Furball is a fully procedural node based framework, where each
node defines a specific operation to be applied to the curves flowing
through a node graph, like many other fur systems presented in the
past. What is unique about our implementation is that each node
can have a GPU accelerated implementation and the framework is
capable of falling back automatically to CPU computation in case
of errors at any point in the graph. In production, this proved to
be a vital feature, since the resources on the graphics card are quite
limited and the fur system would always have to compete for them
with many other applications.

Being able to target a specific architecture at a node level allowed
us to better exploit the advantages of each one by leaving us the
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freedom to run certain operations exclusively on the CPU in a seri-
alized way. In addition, the automatic fallback to CPU-only com-
putation allowed us to execute the same graphs on a render farm,
where graphics cards are not available.

To ensure that the final rendering output always matches the in-
viewport previews, we need the CPU and GPU computations to
consistently produce exactly the same results. This requirement
forced us to structure both the CPU and GPU code in a very similar
manner, dealing with problematic areas like random number gener-
ation, which don’t translate well to a parallel approach, exclusively
on the CPU.

A big limitation in hybrid CPU/GPU systems is the overhead added
by transferring data from the CPU to the GPU and back. We de-
signed a transparent but very efficient way of handling data trans-
fers: each data object flowing through the graph has a dual imple-
mentation, one for the CPU and one of the GPU. Only one exists
at any given time and the conversion is triggered by the framework
only when we compute on a different architecture. As an added
benefit, cleaning up allocated resources on the GPU, after the com-
putation is finished, becomes trivial.

3 Results

For Hercules we were able to create a lion, a boar, a cerberus and
three wolves, all photorealistic and featured in close-up shots, with
complex dynamic interactions. The lion alone was covered by more
than 10 million individual hairs, all simulated and rendered at very
high resolutions. The use of the GPU allowed us to increase the
computation speed by a factor of 10x on many operations (com-
pared to a multithreaded CPU implementation on a 12-core PC),
allowing the artists to tweak the look of the groom in real-time.

The one area where computation is still relatively slow is physics
simulation, which was performed in Houdini on a selected set of
guide curves and then remapped onto the groom via interpolation.

4 Conclusion

While the use of procedural networks for the creation of visual ef-
fects is not something new, we believe that we offer an interesting
insight on how the advent of GPU technology can help in the gener-
ation and simulation of digital fur for film production. We believe
that fur is a particularly well suited domain for parallel computa-
tion, since each fur network is composed of many similar and rel-
atively uniform curve primitives, which can in most cases be pro-
cessed independently.
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